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Dynamic inversion is a control synthesis technique in which the inherent dynamics of a dynamical system are canceled out and replaced by desired dynamics, selected by the designer. The output of such an inner-loop controller is the control input, which produces the desired closed-loop response. The desired dynamics essentially form a loop-shaping compensator that affects the closed-loop response of the entire system. This paper attempts to quantify the effect of different forms of desired dynamics on the closed-loop performance and robustness of a dynamic-inversion flight controller for reentry vehicles. Proportional, proportional-integral, flying-quality, and ride-quality forms of desired dynamics are evaluated using time-domain specifications, robustness requirements on singular values, quadratic cost, and a passenger ride comfort index. Longitudinal controllers are synthesized for a generic X-38 type crew return vehicle, using a set of linear models at subsonic, transonic, and hypersonic flight conditions. For the candidate forms of desired dynamics and inversion controller structures evaluated here, results indicate that the form used impacts closed-loop performance and robustness and more so for some inversion controller structures more than others. The ride-quality dynamics used with a two-loop angle-of-attack inversion controller provide the best overall system performance, in terms of both time-domain and frequency-domain specifications, and the evaluation criteria.

Introduction

Reentry vehicles must operate over a broad flight envelope, spanning hypersonic flight to subsonic flight to landing. The aerodynamic characteristics within this envelope vary widely. A controller based on classical control methodologies, such as root locus design, would require synthesis of many different designs at selected operating points along the flight path. These classical methodologies can be time consuming, thereby increasing both design time and cost during control system development. Additionally, gains need to be scheduled across the flight envelope. In contrast, dynamic inversion is a candidate methodology that seeks to eliminate gain scheduling through the inversion and cancellation of the inherent dynamics, by replacement with a set of user-selected desired dynamics. The need to gain schedule is thus reduced through the use of a high-fidelity, onboard aircraft model. For these reasons dynamic inversion is a promising candidate control design methodology for aircraft with extensive flight envelopes, like reentry vehicles.

Within the last decade dynamic inversion has become a popular methodology for aircraft flight controller design. Much of the literature has applied this design methodology to both the longitudinal and lateral/directional axes of high-performance aircraft, such as the F-117A, the F-18 HARV, and other modified versions of the F-18.
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Dynamic inversion is similar to model-following control, in that both methodologies invert dynamical equations of the plant. Whereas model-following control specifies the desired plant behavior with an internal model to be followed, dynamic inversion specifies the desired plant behavior explicitly by specifying the rate of the desired state, or of the controlled variable (CV), a weighted function of the desired states, and not the state itself. A block diagram representation of the general dynamic inversion process is shown in Fig. 1. The output of the dynamic-inversion block is the control input required to achieve the desired vehicle response.

For the case of perfect cancellation, the desired dynamics are exactly the new dynamics of the system. However, most practical applications contain uncertainties that prevent a perfect cancellation of the inherent dynamics. Additionally, because different types of desired dynamics will respond differently to uncertainties it is important that the desired dynamics be robust. Three different forms of desired dynamics have seen use in aircraft applications. Representative examples include a proportional form used by Smith and Berry for a Harrier; a proportional plus integral form used by Colgren and Enns for an F-117A; Enns et al. for the F-18 HARV, and Adams and Banda for an F-16; and a form based upon flying qualities used by Ostroff and Bacon for a generic high-performance fighter and Brinker and Wise for a prototype aircraft. Rationale for selecting the form of desired dynamics are discussed briefly in Ref. 11, and Fer and Enns detail an approach in Ref. 12 for selecting gains for the proportional form of desired dynamics. A fourth-candidate form of desired dynamics is a form based on desired passenger-ride-quality dynamics.

This paper investigates the following forms of candidate desired dynamics: 1) proportional dynamics, 2) proportional plus integral dynamics, 3) dynamics satisfying a desired level of flying quality, and 4) dynamics corresponding to passenger ride quality. It evaluates them in terms of performance, robustness, a quadratic cost, and a passenger-ride-comfort index. The basic form of a dynamic inversion control law is developed, and the extension to a two-timescale approach is briefly discussed. The dynamic-inversion methodology and the desired dynamics investigation are illustrated with a longitudinal design example based on linear models of a generic X-38 type reentry vehicle. Closed-loop system performance is evaluated in terms of time-domain performance specifications and in terms of singular values in the frequency domain. The responses of each set of desired dynamics are compared to each other in terms of the design specifications, a user-specified quadratic cost function, and a passenger-ride-quality comfort rating index.

Dynamic Inversion

Dynamic inversion is a control design methodology that uses a feedback signal to cancel inherent dynamics and simultaneously achieve a specified desired dynamic response. Consider a general time-invariant nonlinear system modeled by the ordinary differential equations

\[
\dot{x} = f(x) + g(x, u) \quad (1)
\]

\[
y(t) = H(x, u) \quad (2)
\]

and the F-16. Dynamic inversion is similar to model-following control, in that both methodologies invert dynamical equations of the plant. Whereas model-following control specifies the desired plant behavior with an internal model to be followed, dynamic inversion specifies the desired plant behavior explicitly by specifying the rate of the desired state, or of the controlled variable (CV), a weighted function of the desired states, and not the state itself. A block diagram representation of the general dynamic inversion process is shown in Fig. 1. The output of the dynamic-inversion block is the control input required to achieve the desired vehicle response.

For the case of perfect cancellation, the desired dynamics are exactly the new dynamics of the system. However, most practical applications contain uncertainties that prevent a perfect cancellation of the inherent dynamics. Additionally, because different types of desired dynamics will respond differently to uncertainties it is important that the desired dynamics be robust. Three different forms of desired dynamics have seen use in aircraft applications. Representative examples include a proportional form used by Smith and Berry for a Harrier; a proportional plus integral form used by Colgren and Enns for an F-117A; Enns et al. for the F-18 HARV, and Adams and Banda for an F-16; and a form based upon flying qualities used by Ostroff and Bacon for a generic high-performance fighter and Brinker and Wise for a prototype aircraft. Rationale for selecting the form of desired dynamics are discussed briefly in Ref. 11, and Fer and Enns detail an approach in Ref. 12 for selecting gains for the proportional form of desired dynamics. A fourth-candidate form of desired dynamics is a form based on desired passenger-ride-quality dynamics.

This paper investigates the following forms of candidate desired dynamics: 1) proportional dynamics, 2) proportional plus integral dynamics, 3) dynamics satisfying a desired level of flying quality, and 4) dynamics corresponding to passenger ride quality. It evaluates them in terms of performance, robustness, a quadratic cost, and a passenger-ride-comfort index. The basic form of a dynamic inversion control law is developed, and the extension to a two-timescale approach is briefly discussed. The dynamic-inversion methodology and the desired dynamics investigation are illustrated with a longitudinal design example based on linear models of a generic X-38 type reentry vehicle. Closed-loop system performance is evaluated in terms of time-domain performance specifications and in terms of singular values in the frequency domain. The responses of each set of desired dynamics are compared to each other in terms of the design specifications, a user-specified quadratic cost function, and a passenger-ride-quality comfort rating index.

Dynamic Inversion

Dynamic inversion is a control design methodology that uses a feedback signal to cancel inherent dynamics and simultaneously achieve a specified desired dynamic response. Consider a general time-invariant nonlinear system modeled by the ordinary differential equations

\[
\dot{x} = f(x) + g(x, u) \quad (1)
\]

\[
y(t) = H(x, u) \quad (2)
\]
two separate differential equations: a set of slow dynamics \( \dot{x} \) and a set of fast dynamics \( \dot{y} \):

\[
\dot{x} = f(x) + g(x)y
\]

(6)

\[
\dot{y} = h(x, y) + k(x, y)u
\]

(7)

Substituting for the linear aircraft dynamics represented as \( \dot{x} = Ax + Bu \) yields a set of slow dynamic equations for the rotational variables and a set of fast dynamic equations for the rotational-rate variables. The rate variables now form the input for the slow dynamics, while the actual control surface commands form the inputs for the rate dynamics. Inverting the slow and fast differential equations yields the two dynamic-inversion control laws for the outer dynamic inversion loop and inner dynamic inversion loop, whose block diagram is shown in Fig. 2. A full and detailed derivation of these equations is contained in Ref. 15. Several observations can be made from these dynamic-inversion control law equations. Only the short-period aerodynamic terms are present in both sets of slow and fast dynamics, and the control effectiveness of the elevator in influencing angle of attack \( \alpha \) is not present in the inversion matrix and has been eliminated altogether from these two sets of equations. Therefore, only the control input matrix terms for the rate dynamics have been kept. This is beneficial because the control surfaces typically are more effective on the rate variables than on the position variables.

In theory, if the modeling of the plant dynamics is perfect an exact cancellation is achieved. However, in practice the system plant cannot be modeled exactly, thereby preventing an exact replacement of the inherent plant dynamics with the desired dynamics. Consequently, the cancellation caused by dynamic inversion introduces errors or uncertainties into the system, such as unmodeled actuator and sensor dynamics, and/or errors in both of these components. Good disturbance rejection and low sensitivity are desirable features of all controllers, which dynamic inversion alone might not guarantee. If needed, a robust outer-loop controller can be synthesized around the dynamic-inversion inner loop to achieve desired levels of robustness.16 A pole-placement feedback compensator was selected for the examples in this paper because it is straightforward to use and possesses desirable stability and robustness properties.

### Desired Dynamics

Different forms of desired dynamics will respond differently when subjected to the same uncertainties. It is therefore important to select the form of desired dynamics that will satisfy specified performance and robustness requirements. An important consideration in selecting these dynamics is that they must be achievable, given the limitations of the vehicle’s effectors. If the desired dynamics require the system to generate more forces and moments than the effectors are capable of producing, then the effectors might saturate. The final closed-loop response is found according to the block diagram shown in Fig. 3. The integrator to the right of the desired dynamics is used to approximate the rest of the system dynamics, which includes such elements as actuator dynamics, dynamic inversion, airplane dynamics, and sensors.11

The proportional form of desired dynamics for a given CV is

\[
\dot{CV}_{\text{des}} = K_a(CV_{\text{cmd}} - CV)
\]

(8)

The constant \( K_a \) amplifies the error between the CV command and its feedback term. A block diagram representation of the proportional dynamics is shown in Fig. 4a. The closed-loop transfer function

\[
\frac{CV}{CV_{\text{cmd}}} = \frac{1}{s}
\]

shown in Eq. (9) places a single pole at \( s = -K_a \):

\[
CV/CV_{\text{cmd}} = K_a/s + K_u
\]

(9)

The proportional-integral (PI) form of desired dynamics has the form

\[
\dot{CV}_{\text{des}} = K_B(\frac{1}{2}CV_{\text{cmd}} - CV) + (\frac{K^2}{4s})(CV_{\text{cmd}} - CV)
\]

(10)

which places a pole at \( s = -0.5K_B \) for any real constant \( K_B \). In essence, it compensates for both the CV and the CV rate. The block-diagram representation for the proportional plus integral dynamics is shown in Fig. 4b.

For aircraft applications desired dynamics can also be specified in terms of flying-quality levels. Reference 17 contains flying-quality specifications according to vehicle class and mission type, from which proper time-domain characteristics (frequency, damping ratio, time constant) corresponding to a desired flying-quality level can be selected. These characteristics can be translated directly into values for gains and pole locations. The flying-quality desired dynamics, shown in Fig. 4c, can be represented as

\[
\dot{CV}_{\text{des}} = \frac{K_{fq}(s+a)}{s^2 + bs + c}(CV_{\text{cmd}} - CV)
\]

(12)

where \( b = 2\zeta_{\text{des}}\omega_{\text{des}} \) and \( c = \omega^2_{\text{des}} - K_{fq} \) for the desired damping, \( \zeta_{\text{des}} \), and natural frequency \( \omega_{\text{des}} \). Both the gain \( K_{fq} \) and zero location \( a \) are real constant values. The closed-loop transfer function for the flying-quality dynamics is given by

\[
\frac{CV}{CV_{\text{cmd}}} = \frac{K_{fq}(s+a)}{s^3 + bs^2 + (c + K_{fq})s + K_{fq}a}
\]

(13)

These dynamics place three closed-loop poles and add a zero to the system.

The ride-quality desired dynamics, shown in Fig. 4d, are given by

\[
\dot{CV}_{\text{des}} = K_{rq}/(s + b)(CV_{\text{cmd}} - CV)
\]

(14)
The closed-loop transfer function for the ride quality is

\[
\frac{CV}{CV_{cmd}} = \frac{K_{rq}}{s^2 + bs + K_{rq}}
\]

which places two closed-loop poles at \(s = -0.5b \pm 0.5\sqrt{(b^2 - 4K_{rq})i}\) for real constants \(b\) and \(K_{rq}\). For highly augmented aircraft Ref. 17 recommends use of the control anticipation parameter (CAP), Eq. (16), in place of specifications on the short period mode:

\[
CAP = \omega_n^2 / n_u
\]

The ride-quality dynamics are designed by first selecting a value of damping ratio and a value of CAP that lie within the level I box in Fig. 5. With this CAP value and a value for gust induced load factor \(n_u\),

\[
n_u = \frac{\partial n}{\partial \alpha} = \frac{C_{L,q}}{(W/S)}
\]

where the numerator is the product of airplane lift-curve slope and dynamic pressure and the denominator is the wing loading of the aircraft. Equation (16) is then used to solve for the corresponding value of frequency. With the frequency and damping ratio now specified, the gain and pole locations can be determined.

**Pole Placement**

An eigenstructure-assignment, or pole-placement, method can be used to find the gains required to achieve a specified set of closed-loop eigenvalues, or poles. It is essentially an inverse eigenvalue problem, and because of its simple gain feedback compensation this technique will not mask the effect of the desired dynamics on the dynamic-inversion controllers presented here. For multivariable control systems pole assignment by state feedback is generally an underdetermined problem, in that for controllable systems an infinity of gain matrices exist for a given set of eigenvalue locations.

For a linear time-invariant system \(\dot{x} = Ax + Bu\), the following state-feedback control is used to modify the eigenvalues of the system:

\[
u = -Gx
\]

where \(G\) is the feedback gain matrix. In the pole-placement method the following assumptions are made: full-state feedback, the pair \((A, B)\) is controllable, and \(B\) is of full rank. Provided these assumptions hold, the closed-loop system dynamics are now

\[
\dot{x} = (A - BG)x
\]

Equations (20) and (21) show the corresponding eigenvalue problems:

\[
(A - BG)\varphi_i = \lambda_i \varphi_i
\]

\[
(A - BG)^T \psi_i = \lambda_i \psi_i
\]

\(\varphi_i\) and \(\psi_i\) are the right and left eigenvectors respectively, corresponding to the eigenvalue \(\lambda_i\). The eigenvectors are then scaled according to \(\varphi_i^* \varphi_i = 1\) and \(\psi_i^T \psi_i = \delta_{ij}\), where * is the conjugate transpose. The parameter vector \(h_i \in \mathbb{R}^m\) is now introduced and defined in Eq. (22):

\[
h_i = G \varphi_i
\]

The eigenvalue problems can then be rewritten as a generalized Lyapunov equation known as Sylvester’s equation:

\[
A \Phi - \Phi B = CH
\]

where \(\Phi = [\varphi_1, \varphi_2, \ldots, \varphi_n]\), \(\Lambda = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_n]\), and \(H = [h_1, h_2, \ldots, h_n]\). For a given pair \((A, B)\) and for a prescribed \(\Lambda\), a parameter matrix \(H\) can be chosen, from which Eq. (23) can be used to solve for \(\Phi\). Then, the gain matrix \(G\) is then found according to

\[
G \Phi = H
\]

The feedback matrix \(G\) is obtained by assigning linearly independent eigenvectors, corresponding to the required eigenvalues, such that the matrix of eigenvectors is as well conditioned as possible. Many approaches exist to finding such well-conditioned eigenvectors, and each method differs in the selection of criteria that determines the closed-loop eigenvectors. It is also desirable for the closed-loop eigenvectors to be orthogonal in order to minimize the sensitivity of the eigenvalue placement to model errors. The assigned poles are then as insensitive to perturbations in the system and gain matrices as possible, and the resulting feedback matrix is as reasonably bounded as can be expected. In addition, the lower bound on the stability margin is maximized. In cases where well-conditioned solutions are expected, near optimal results are obtained.

**Generic Reentry Vehicle Model**

The set of candidate desired dynamics is evaluated using linear models of a generic reentry vehicle based on the X-38 (Fig. 6). The configuration has two sets of control surfaces: a pair of elevon control surfaces for pitch and roll control and a pair of rudders for yaw control (Fig. 7). The actuators for each control effector
are modeled as second-order transfer functions with damping ratio 0.707 and natural frequency 26 rad/s. The position and rate limits of the longitudinal control surfaces are

- Flying quality
  - Proportional: 0.4 rad/s, 0.8 rad/s, 1.3 rad/s
  - Proportional integral: 5

Desired dynamics
- Pitch-rate case: Slow inversion, Fast inversion
- Angle-of-attack case: Desired dynamics are selected for the controlled variable, pitch rate in Eq. (27), and angle of attack in Eq. (28). The form of the desired dynamics selected for the controlled variable.

Numerical Examples
Method and Scope
The four different forms of desired dynamics discussed in the paper are analyzed for two types of inversion test cases: a pitch-rate case using Eq. (27) and an angle-of-attack case using Eq. (28), both corresponding to a transonic flight condition. The parameters are tuned as needed to simultaneously satisfy both the time- and frequency-domain requirements presented in the next section. The most promising form of desired dynamics from each test case is then evaluated anew for a range of Mach numbers corresponding to the subsonic, transonic, and hypersonic flight conditions shown in the Appendix. Although the hypersonic flight condition is on the low-hypersonic/high-supersonicrange, it is representative of higher Mach numbers because the model parameters change little up to the higher Mach numbers, where the vehicle is still in completely aerodynamically controlled flight. The four different forms of desired dynamics are analyzed for two types of inversion test cases: a slow inversion and a fast inversion. The most suitable form of desired dynamics is selected for the controlled variable, pitch rate in Eq. (27), and angle of attack in Eq. (28). The comfort index $C$ is dimensionless, and the rms vertical acceleration in units of $g$, $\bar{a}_v$ is defined as $\bar{a}_v = (1/g)U_1\bar{a} - U_1 \cos(\alpha_2)q + g \sin(\bar{\theta}_r)\bar{\theta}$, with subscripts denoting trim values.
Vertical accelerations are induced by both maneuvers and turbulence, and the rms value was calculated over the duration of the simulation run. Lower values of the comfort index indicate greater passenger ride comfort and less susceptibility to motion sickness.

Specifications

Each test case is designed according to time-domain performance specifications and frequency-domain robustness specifications. The desired short-period frequency and damping ratio are selected from Mil-STD-1797A\textsuperscript{17} to satisfy level I flying qualities for a class II vehicle during a category C flight phase:

\[0.35 \leq \zeta \leq 1.30\]
\[0.6 \text{ rad/s} \leq \omega_n \leq 1.4 \text{ rad/s}\]

The test input is a unit step, with rise time, settling time, and overshoot specified by the envelope in Fig. 8, which corresponds to level I flying qualities for this vehicle. The elevon position and rate limits must remain within the bounds indicated earlier.

The robustness analysis is adapted from Ito and Valasek in Ref. 23, using a sigma-Bode plot of the loop gain maximum and minimum singular values over a range of input frequencies. The stability robustness and performance robustness specifications are 1) zero steady-state error, 2) attenuation of low-frequency disturbances by a factor of 0.1, 3) linear model accurate to within 10% of actual plant for frequencies up to 2 rad/s and grows without bound at 20 dB/decade thereafter, and 4) attenuate motions in the motion sickness frequency range of 0.6 to 1.6 rad/s to alleviate passenger discomfort.\textsuperscript{23} Reference 23 shows how to translate these requirements into boundaries on the magnitudes of the singular values at certain frequencies. For compliance, the singular values must lie between the performance boundary and stability boundary over all frequencies of interest.

Results

Results for the closed-loop inverted pitch dynamics test case are presented in Figs. 9 and 10 and Tables 2 and 3. Figure 9 shows the state and control responses for each form of desired dynamics to be smooth, well behaved, and lie within the bounds of the step response.

<table>
<thead>
<tr>
<th>Desired dynamics</th>
<th>Cost</th>
<th>Comfort index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional</td>
<td>867.8</td>
<td>3.80</td>
</tr>
<tr>
<td>Proportional integral</td>
<td>1876.9</td>
<td>4.26</td>
</tr>
<tr>
<td>Flying quality</td>
<td>960.0</td>
<td>3.91</td>
</tr>
<tr>
<td>Ride quality</td>
<td>1271.9</td>
<td>4.15</td>
</tr>
</tbody>
</table>

Table 2 Quadratic cost and passenger comfort index: pitch-rate case

Fig. 8 Time-domain performance specifications.

Fig. 9 Responses of closed-loop inverted pitch dynamics test cases.

Fig. 10 Sigma-Bode plot of closed-loop inverted pitch dynamics test cases.
Table 3 Compliance with design specifications: pitch-rate case

<table>
<thead>
<tr>
<th>Desired dynamics</th>
<th>Step response</th>
<th>Control responses</th>
<th>Robustness constraints</th>
<th>Motion sickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportional integral</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flying quality</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ride quality</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Table 4 Quadratic cost and passenger comfort index: angle-of-attack case

<table>
<thead>
<tr>
<th>Desired dynamics</th>
<th>Cost</th>
<th>Comfort index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional</td>
<td>130.4</td>
<td>2.56</td>
</tr>
<tr>
<td>Proportional integral</td>
<td>172.0</td>
<td>2.60</td>
</tr>
<tr>
<td>Flying quality</td>
<td>142.4</td>
<td>2.58</td>
</tr>
<tr>
<td>Ride quality</td>
<td>139.7</td>
<td>2.61</td>
</tr>
</tbody>
</table>

Table 5 Compliance with design specifications: angle-of-attack case

<table>
<thead>
<tr>
<th>Desired dynamics</th>
<th>Step response</th>
<th>Control responses</th>
<th>Robustness constraints</th>
<th>Motion sickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportional integral</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flying quality</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Ride quality</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

envelope, thereby satisfying the time-domain requirements. The fast response of the proportional integral form and its correspondingly higher elevator rate is a design tradeoff between time-domain and frequency-domain requirements. The initial gains for this form and the proportional form easily satisfied the time-domain requirements, but required tuning to higher values to satisfy the high-frequency stability requirements (Fig. 10). Using gain as the only compensator, it was not possible to satisfy the high-frequency stability robustness requirement for the proportional and proportional integral forms, even with tuning. Augmenting these forms with dynamic compensation might provide the desired performance, but is beyond the scope of this study. Although the resulting set of gains that satisfies the low-frequency requirements drives the system harder than necessary to satisfy the time-domain specifications, elevator position and rate are within limits at all times. Considering the frequency range for motion sickness indicated in Fig. 10, the proportional form provides the least attenuation in this range. Although it provides more attenuation, the proportional integral form does have a positive slope in the higher end of the range, like the proportional form. The flying-quality and ride-quality forms roll off throughout the motion-sickness range, thereby providing the best motion-sickness alleviation. The quadratic cost and passenger-ride comfort index values shown in Table 2 indicate that for the same step input the proportional form and flying-qualities forms had the lowest and nearly equivalent quadratic costs and produced passenger ratings corresponding to somewhat comfortable, whereas the proportional-integral and ride-quality forms by comparison had nearly double the quadratic costs and produced ride qualities corresponding to acceptable (neutral). The summary of compliance with specifications for each form of desired dynamics is summarized in Table 3 and shows that only the flying-quality and ride-quality forms satisfy all specifications. All factors considered, the ride-quality form is judged to be best overall and is used as the form to evaluate inverted pitch dynamics over a range of Mach numbers.

Results for the closed-loop inverted angle-of-attack dynamics test case are presented in Figs. 11 and 12 and Tables 4 and 5. Figure 11 shows that the flying-quality form violates both the lower and upper boundaries of the angle-of-attack envelope, whereas the other three forms satisfy the time-domain specifications. With gain as the only compensator, tuning of the flying-quality gains could not satisfy the time-domain specifications. Like the inverted pitch dynamics case, the proportional-integral form produces a rapid response with a higher initial elevator rate than the other forms, again resulting from the gain tuning required to satisfy as best as possible the frequency-domain requirements shown in the sigma-Bode plot (Fig. 12). However, elevator position and rate limits are not exceeded. The proportional form also satisfied the time-domain specifications, but again violated the high-frequency stability robustness bound, in spite of gain tuning. Considering the frequency range for motion sickness, Fig. 12 shows that the flying-quality and ride-quality forms roll off and attenuate motion, whereas the proportional and proportional-integral forms do not. Interestingly, Table 4 shows that all four forms are very similar in terms of cost, in spite of the noncompliance of the flying-quality form and the rapid response of the proportional-integral form. Each of the forms also produce a passenger rating of comfortable. Table 5 summarizes specification compliance for each form. Only the ride-quality form satisfies all four criteria and is used as the form to evaluate inverted angle-of-attack dynamics over a range of Mach numbers.

Figures 13 and 14 illustrate the performance of pitch-rate and angle-of-attack controllers that use the ride-quality form of desired dynamics over the subsonic, transonic, and hypersonic flight conditions listed in the Appendix. The ride-quality form is used because it satisfied all specifications and requirements for both the pitch-rate and angle-of-attack controllers at the transonic flight condition. Note that the time histories in Figs. 13 and 14 represent perturbation...
Fig. 13 Inverted pitch dynamics using ride quality at different Mach numbers.

Fig. 14 Inverted angle-of-attack dynamics using ride quality at different Mach numbers.

states, not the total states as shown in Figs. 9 and 11. By plotting the perturbation states, the time histories are in essence “normalized” to facilitate comparison between these flight regimes and trim conditions. Figure 13 shows that although each pitch-rate response is similar the hypersonic flight condition C violates the response envelope. Figure 14 exhibits bounded and well-behaved angle-of-attack responses that are nearly identical in magnitude and behavior. Overall, these results would indicate that the ride-quality form is a suitable candidate form of desired dynamics for the type and application of dynamic-inversion controllers investigated in this paper, as it produces stable, bounded responses across different flight regimes.

Conclusions

Four candidate forms of desired dynamics were used to design pitch-rate and angle-of-attack dynamic inversion controllers using linearized models of a generic X-38 type reentry vehicle at subsonic, transonic, and hypersonic flight conditions. Time-domain specifications and robustness requirements, formulated as frequency-dependent bounds on singular values, were used with a quadratic cost function and a passenger-ride comfort index to evaluate the closed-loop performance of each candidate form. For the particular candidate forms, specifications, requirements, and evaluation criteria investigated in this paper, the following conclusions are drawn:

1) In terms of quadratic cost and passenger-ride comfort index, the impact of the form of desired dynamics on closed-loop system performance depends upon the type of dynamic inversion being used, for example, a single dynamic-inversion loop or a two-timescale approach with two loops. The two-loop inversion (angle-of-attack controller) was essentially insensitive to the form of desired dynamics used, whereas the single-loop inversion (pitch-rate controller) was strongly sensitive, with the proportional and flying-quality forms producing the best performance in terms of these metrics.

2) Certain candidate forms incur significant design tradeoffs between robustness and time-domain performance. For example, gain tuning the proportional-integral form to satisfy low-frequency performance robustness requirements resulted in larger gains, which produced aggressive responses. Although the responses remain within time-domain specifications, they produced larger than desired accelerations and rates, which result in higher values of quadratic cost and a less satisfactory ride comfort level. This was particularly seen for the pitch-rate controller.

3) For both controllers all four candidate forms could be tuned to satisfy the low-frequency performance robustness requirements, but the proportional and proportional-integral forms could not be tuned to satisfy the high-frequency stability robustness requirements, using gain compensation only. The flying-quality form was the only one whose gains could not be tuned to satisfy the time-domain specifications of both controllers.

4) All four candidate forms produced equivalent levels of passenger-ride comfort for the angle-of-attack controller, but the proportional and flying-quality forms were best in terms of ride comfort for the pitch-rate controller. Additionally, for both controllers motion-sickness alleviation was achieved by the flying-quality and ride-quality forms, but not for the proportional and proportional-integral forms, particularly in the high-frequency band of the motion-sickness range.

5) The ride-quality form was the only one that satisfied all specifications and evaluation criteria for both controllers at the transonic flight condition. When evaluated for both controllers over a range of subsonic, transonic, and hypersonic flight conditions, the responses were within specifications for the angle-of-attack controller, but not for the pitch-rate controller. All specifications and factors considered, ride-quality dynamics for a two-loop angle-of-attack inversion controller provided the best overall performance.

Appendix: Generic X-38 Linear Models

State-space parametric linear model of longitudinal dynamics, as fully defined in Ref. 25:

\[
\begin{bmatrix}
\dot{u} \\
\dot{\alpha} \\
\dot{q} \\
\dot{\theta}
\end{bmatrix}
= 
\begin{bmatrix}
X_u & X_{\alpha} & 0 & -g \\
Z_u / u_o & Z_{\alpha} / u_o & 1 + Z_e / u_o & 0 \\
M_u + M_e Z_u / u_o & M_{\alpha} + M_e Z_{\alpha} / u_o & M_q + M_e / u_o & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
u \\
\alpha \\
q \\
\theta
\end{bmatrix}
+ 
\begin{bmatrix}
X_{\beta_e} \\
Z_{\beta_e} / u_o \\
M_{\beta_e} + M_e Z_{\beta_e} / u_o \\
0
\end{bmatrix}
\delta_e
\]

State-space nonparametric linear models of longitudinal (all angular quantities are in radians) dynamics:

Flight condition A (subsonic; Mach 0.63; 20,310 ft):

\[
A_1 = 
\begin{bmatrix}
-0.036 & -4.14 & 0 & -32.17 \\
0 & -0.18 & 1 & 0 \\
0 & -2.55 & -0.23 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix},
B_1 = 
\begin{bmatrix}
-4.19 \\
-0.04 \\
-2.28 \\
0
\end{bmatrix}
\]
Flight condition B (transonic; Mach 1.04; 46,379 ft):

\[ A_1 = \begin{bmatrix} -0.0335 & -22.5 & 0 & -32.2 \\ 0 & -0.0944 & 1.0 & 0 \\ 0 & -1.94 & -0.188 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]

\[ B_1 = \begin{bmatrix} -8.83 \\ -0.0196 \\ 0 \\ 2.02 \end{bmatrix} \]

Flight condition C (hypersonic; Mach 4.11; 101,843 ft):

\[ A_1 = \begin{bmatrix} -0.0093 & -41.13 & 0 & -32.17 \\ 0 & -0.018 & 1 & 0 \\ 0 & 1.08 & 0.015 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]

\[ B_1 = \begin{bmatrix} -6.95 \\ -0.0029 \\ 0 \\ 2.28 \end{bmatrix} \]
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